6.1 Introduction

Many problems in Newtonian mechanics are more easily analyzed by means of
alternative statements of the laws, including Lagrange’s equation and Hamilton’s
principle.* As a prelude to these techniques, we consider in this chapter some
general principles of the techniques of the calculus of variations.

Emphasis will be placed on those aspects of the theory of variations that
have a direct bearing on classical systems, omitting some existence proofs. Qur
primary interest here is in determining the path that gives extremum solutions,
for example, the shortest distance (or time) between two points. A well-known

6.2 Statement of the Problem Q&

The basic problem of the calculus of variations is to determine the
such that the integral

J= J 2f{y(x), y'(%); x} dx

*The development of the calculus of variations was begun by Newton (1686) and was extended by
Johann and Jakob Bernoulli (1696) and by Euler (1744). Adrien Legendre (1786), Joseph Lagrange
(1788), Hamilton (1833), and Jacobi (1837) all made important contributions. The names of Peter
Dirichlet (1805-1859) and Karl Weierstrass (1815-1879) are particularly associated with the estab-
lishment of a rigorous mathematical foundation for the subject.
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\Jee Esee &) the dependent variable y(x) and its derivative y'(x). The functional* J depends
on the function y(x), and the limits of integration are fixed.” The function y(x) is
then to be varied until an extreme value of Jis found. By this we mean that if a
function y = y(x) gives the integral Ja minimum value, then any neighboring func-
tion, no matter how close to y(x), must make [ increase. The definition of a
neighboring function may be made as follows. We give all possible functions ya
parametric representation y = y(a, x) such that, for @ = 0, y = y(0, x) = y(x) is
the function that yields an extremum for /. We can then write

y(a, x) = y(0, x) + an(x) (6.2)

where 7(x) is some function of x that has a continuous first derivative and that
vanishes at x; and x,, because the varied function y(a, x) must be identical with
y(x) at the endpoints of the path: 9(x;) = n(x) = 0. The situation is depicted
schematically in Figure 6-1.

If functions of the type given by Equation 6.2 are considered, the integral J
becomes a functional of the parameter «:

y'(x) = dy/dx, and the semlcolon in f separates the independent variable xfrorn (\J‘j) b

Jla) = J 2f{y(a, %), y'(a, x); x} dx (6.3)

*The quantity Jis a generalization of a function called a functional, actually an integral functional in
this case.

11t is not necessary that the limits of integration be considered fixed. If they are allowed to vary, the prob-
lem increases to finding not only y(x) but also x; and x, such that Jis an extremum.
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The condition that the integral have a stationary value (i.e., that an extremum re-

sults) is that Jbe independent of « in first order along the path giving the ex-

tremum (a = 0), or, equivalently, that
i

=0 6.4
P (6.4)

for all functions 7(x). This is only a necessary condition; it is not sufficient.

EXAMPLE 6.1

Consider the function f= (dy/dx)? where y(x) = x. Add to y(x) the function
n(x) = sinx, and find J(«) between the limits of x = 0 and x = 27r. Show that
the stationary value of J{a) occurs for a = 0.

Solution. We may construct neighboring varied paths by adding to y(x),
y(x) = x (6.5)

the sinusoidal variation a sin x,
Dnrunvpmes Qo s =x
o \ (G ERV Sy (€9 .
\’unvam’ A <50 LZ peeencoun. Y&, 8) = x + asinx (6.6)
@ delo
(; @;AM dyodnaiThese paths are illustrated in Figure 6-2 for @ = 0 and for two different nonvan-
Yoo =¥ ishing values of a. Clearly, the function 17(x) = sin x obeys the endpoint condi-

tions, thatis, (0) = 0 = n(27). To determine f(y, y'; x) we first determine,
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then
dy(a, x) \?
= =1+ 2acos x + a? cos? x (6.8)
dx
Equation 6.3 now becomes
21
Jle) = J (1 + 2 cos x + a? cos?® x)dx (6.9)
0
=27 + a’w (6.10)

Thus we see the value of J(«) is always greater than J(0), no matter what value
(positive or negative) we choose for a. The condition of Equation 6.4 is also
satisfied.

6.3 Euler’s Equation

To determine the result of the condition expressed by Equation 6.4, we perform
the indicated differentiation in Equation 6.3:

d = .
v ajf{y, ;x} dx (6.11)

da  da x1

Because the limits of integration are fixed, the differential operation affects only
the integrand. Hence,

) *(df 0 af 3y’
Y_ f (—f—y+——f—,-y—>dx (6.12)
da L \0yda 0y o
From Equation 6.2, we have
3y &' dny
== ;0 = 6.13
oy M = (6.13)
Equation 6.12 becomes
8 (o of dn
- = d 6.14
o f( UCR ML (6.14)
The second term in the integrand can be integrated by parts:
Ju dv= uv — Jv du (6.15)
= 3f dn f g J dfof
=, dx - —\= d 6.16
L s Gl Bl s Py LGS (6.16)
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The integrated term vanishes because 1(x,) = 1(xy) = 0. Therefore, Equation

6.12 becomes
I_ (MY . 4
da J [ayn(x) dx((.,y,)n(x)de

_[(HY_4¥
= JXI <8y dx&y')n(x)dx (6.17)

The integral in Equation 6.17 now appears to be independent of . But the
functions y and y’ with respect to which the derivatives of fare taken are still
functions of a. Because (9//0a) | .o must vanish for the extremum value and be-
cause 7(x) is an arbitrary function (subject to the conditions already stated), the
integrand in Equation 6.17 must itself vanish for a = 0:

y_ay_,

— Euler’ i 1
by dxdy uler’s equation (6.18)

where now y and y’ are the original functions, independent of «. This result is
known as Euler’s equation,* which is a necessary condition for Jto have an ex-
tremum value.

EXAMPLE 6.2

Sle o un e can use the calculus of variations to solve a classic problem in the history o
£ Wi he calculus of to sol 1 probl the h f
(Aase  physics: the brachistochrone.! Consider a particle moving in a constant force field
fo o G “bstarting at rest from some point (x;, y;) to some lower point (xy, y9). Find the

&Q: E‘\”;’C‘Z“ path that allows the particle to accomplish the transit in the least possible time.

Clioson. Solution. The coordinate system may be chosen so that the point (x,, y,) is at
the origin. Further, let the force field be directed along the positive x-axis as

_Jin Figure 6-3. Because the force on the particle is constant—and if we ignore
the possibility of friction—the field is conservative, and the total energy of the

f<b se \abop o particle is T+ U = const. If we measure the potential from the point x = 0

o e e, U(x = 0) = 0], then, because the particle starts from rest, 7+ U = 0.

The kinetic energyis T = %va, and the potential energyis U= —Fx = —mgx,

where gis the acceleration imparted by the force. Thus

v="V2gx (6.19)
The time required for the particle to make the transit from the origin to (xy, y3) is
J(xz,yz) ds J(de + dy2)1/2
= —_—,
(x1,91) v (ng) 2

%o (1 + y'2\1/2
=0 ng

*Derived first by Euler in 1744. When applied to mechanical systems, this is known as the Euler-
Lagrange equation.
tFirst solved by Johann Bernoulli (1667-1748) in 1696.

ol w d
@au\\? %m\M«(\

la fwa(»,_\/x Towe




Zz
<

= L 212 6 / SOME METHODS IN THE CALCULUS OF VARIATIONS
te. T oblovinn N ‘“"ﬁ)(\v‘ 7 N\
fle L PR Tu S N 30
dade J-l Jec st .\bct 0 .4 e v&u\;xf" @2\
Ay &8
W
5 (%, 31) y
Ve %
A L.ultgu!l di o Hiwwge minlmo? &p@obfn‘ on@\ W = \A&
Sﬂ ds- d«(uz:m\ o) ““5({“3‘
e IF O g g
TRl "3 (rp ) Vo ®
) oo L. Cole
d Oy Dy o~ ‘
e () et

€ xample 6:2-Ftrebrackistochrone problem is to find the path of a particle
) ¢ moving from (X3, 1) to (¥9] ¥9) that occurs in the least possible time.
y The force field acting on the¢ particle is F, which is down and constant.
/2 ' -
+\’.) (z\l.):ql__(J“’,z)_\A
X
irreof transit s tirequantity forwhich a minimum is desired. Because the
£ does not affect the final equation, the function fmay be iden-

\o Aol ° M
e g SRR LG Zaytax Gy T)
0>

Lﬂ\»\ho 9 V4
(B I Al

tified as

s\o \M@l'.m %m B
426 o SWJ{Q% f=\— Lo ? o (6.21)
Ay And, becaus the Eulsr equation (Equation ?.&8) becomes

_ ‘ M 2 :
pad asuz L Tewen | Yy e e PN g g gl

XL

Y 7a

. _ r
Sequl exectho \Ofoc do

QY

S X
Ta—x

/( Vo ¢stomes \abonde  oda e 9
€ L"‘y‘;’l%t . ;wwsemog,csio es ;tana los ; = constant (2@)—1/2
@- Qorqu G E( \usgm%oAQ\‘

A Loy (.m)(m%«‘

mewiza 0sld  where ais a new constant.

Performing the differentiation /8y’ on Efuation 6.21 and squaring the
—p Neesws & result, we have
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Dowoe S Mos PEeve LA GAUA
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FIGURE 64 Example 6.2. The solution of the brachistochrone problem is a cycloid.

and
y = a(f — sin 8) + constant (6.25)
The parametric equations for a cycloid* passing through the origin are

x = a(l — cos 0)}

y = a(@ — sin 6) (6.26)

which is just the solution found, with the constant of integration set equal to
zero to conform with the requirement that (0, 0) is the starting point of the
motion. The path is then as shown in Figure 6-4, and the constant a must be
adjusted to allow the cycloid to pass through the specified point (xy, y,).
Solving the problem of the brachistochrone does indeed yield a path the parti-
cle traverses in a minimum time. But the procedures of variational calculus are
designed only to produce an extremum—either a minimum or a maximum. It
is almost always the case in dynamics that we desire (and find) a minimum for
the problem.

EXAMPLE 6.3

Consider the surface generated by revolving a line connecting two fixed points
(%1, y1) and (xy, y5) about an axis coplanar with the two points. Find the equa-
tion of the line connecting the points such that the surface area generated by
the revolution (i.e., the area of the surface of revolution) is a minimum.

Solution. We assume that the curve passing through (x;, y;) and (x,, ¥g) is re-
volved about the y-axis, coplanar with the two points. To calculate the total area
of the surface of revolution, we first find the area dA of a strip. Refer to Figure 6-5.

*A cycloid is a curve traced by a point on a circle rolling on a plane along a line in the plane. See the
dashed sphere rolling along x = 0 in Figure 6-4.
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dA

(%1, 31)

(%9, y2)

>\ ds= (dx® + dy?)"

FIGURE 6-5 Example 6.3. The geometry of the problem and area dA are indicated to
minimize the surface of revolution around the y-axis

dA = 2mx ds = 2mwx(dx® + dy*)V/?

A= QWJ x(1 + y'2)V2dx

Xy

where y' =

f=x(1 + y'H)12
and insert into Equation 6.18:
of
9%
f Xy

dl_® 1,
dx| (14 y'2)12

Xy

therefore,

m = constant =
From Equation 6.30, we determine
, a

y = (xﬂ . a2)1/2

_J adx
y (x% — a2
Teanes Lirnila
. a
W P, (

L Jn\xﬂ/;:i;,’[\w
e N

S Userdih Y = alolx x'*b"\*‘bx

dy/dx. To find the extremum value we let
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t::V x —,mm\,,( %)

The solution of this integration is

y= acos h‘l(g) +b (6.33)

where aand bare constants of integration determined by requiring the curve to
pass through the points (x,,y;) and (xy, y,). Equation 6.33 can also be written as

- Yy~
x = acosh( 2 > (6.34)

which is more easily recognized as the equation of a catenary, the curve of a flex-
ible cord hanging freely between two points of support.

Choose two points located at (x5, y;) and (x, y9) joined by a curve y(x). We
want to find y(x) such that if we revolve the curve around the x-axis, the surface
area of the revolution is a minimum. This is the “soap film” problem, because a
soap film suspended between two wire circular rings takes this shape (Figure 6-6).
We_want to minimize the integral of the area dA = 2wy ds where ds =
V1 + y'2dxand y = dy/dx.

A= Q'n’J' YV1 + y'2dx (6.35)

We find the extremum by setting f= yV 1 + y'? and inserting into Equation 6.18.
The derivatives we need are

)
a—f= V1 + y'2
"y

oy

ay'— V1+y2

(%9, y9)

z

FIGURE 6-6 The “soap film” problem in which we want to minimize the surface area of
revolution around the x-axis.
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Equation 6.18 becomes

d '
V1+y2= *[———J (6.36)
dx \/1 + y'2

Equation 6.36 does not appear to be a simple equation to solve for y(x). Let’s
stop and think about whether there might be an easier method of solution. You
may have noticed that this problem is just like Example 6.3, but in that case we
were minimizing a surface of revolution about the y-axis rather than around the
s-axis. The solution to the soap film problem should be identical to Equation
6.34 if we interchange x and y. But how did we end up with such a complicated
equation as Equation 6.36? We blindly chose x as the independent variable and
decided to find the function y(x). In fact, in general, we can choose the inde-
pendent variable to be anything we want: x, 6, ¢, or even y. If we choose y as the
independent variable, we would need to interchange x and yin many of the pre-
vious equations that led up to Euler’s equation (Equation 6.18). It might be eas-
ier in the beginning to just interchange the variables that we started with (i.e.,
call the horizontal axis y in Figure 6-6 and let the independent variable be x). (In
a right-handed coordinate system, the x-direction would be down, but that pres-
ents no difficulty in this case because of symmetry.) No matter what we do, the
solution of our present problem would just parallel Example 6.3. Unfortunately,
it is not always possible to look ahead to make the best choice of independent
variable. Sometimes we just have to proceed by trial and error.

6.4 The “Second Form” of the Euler Equation vunes 20 Maetos

A second equation may be derived from Euler’s equation that is convenient for
functions that do not explicitly depend on x:df/dx = 0. We first note that for any
function f(y,y"; x) the derivative is a sum of terms

af d

ofdy ofdy of
= = . == 4 L 4+ =
dx dxf{y’y’x}

T aydx 9y dx  ox
) d )
/;f+ "_Z + _f

= 6.37
9y ay’  ox 8.57)
Also
df o\ _ 9o, 4
PR WS Bl Wil
x\_ dy dy dxdy
or, substituting from Equation 6.37 for y"(df/dy’),
af o\ _df o o  d3if
d—(y—,>=———~y—+y——, (6.38)
x\” dy dx dx oy dx oy
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The last two terms in Equation 6.38 may be written as

(2% _ ¥
Y dxdy’ 9y

which vanishes in view of the Euler equation (Equation 6.18). Therefore,

af d of

— =\ f—9y'=]=0 .

Ix dx (f ) 6y'> (6.39)

We can use this so-called “second form” of the Euler equation in cases in which f
does not depend explicitly on x, and df/3x = 0. Then,

0 )
f- y’—f, = constant (for 8_f = 0) (6.40)
x

dy
EXAMPLE 6.4

A geodesic is a line that represents the shortest path between any two points
when the path is restricted to a particular surface. Find the geodesic on a
sphere.

\&

Solution. The element of length on the surface of a spheLe of {g’adlus pis Venq)) L8
dandes  esfdcicas \-rw,s C, e oS L 0L U\
(see Equation F.15 with dr= 0) by ~ S go o ds od e e P sl dude o
a0 ds s la Speben & e 0 o et Cond )

p(dO? + sin? 6dp?)1/2 (6.41)
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The dlstance s between points 1 and 2 is therefore P doatmes gk (5 F

<Ch
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DY «y*wm _ 2 2 n\1/2 £e ¢ i dg
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%@ 2 L ook Ie(a;)/“’ e R N ¢ 9 ) o \O‘N&

where 8’ = d0/d¢> Be ause df/d¢p = 0, we may uge the second form of the

Euler equation (Equation 6.40), which yields iy doup doL 1078 (€'
,7()*11&#6)/1 Agad=a £ Devanes al cond P e ;/)[A*((P)QM[@.\&&

(e ¢ e (¢
(6’2 + sin2@)2 — 9’ — in® §)'/2 = constant = a (6.44)
- a*( AﬂQ‘ wO), e

Vi

o

5o sen 8 - a) o

Differentiating and multiplying through b?l/l f, we (ilave Ct’ “”10(5“” ¢ 0) > s o "
L) oK
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Solving for ¢, we obtain

b = sin‘1<C(;; 9) +a (6.47)

where a is the constant of integration and B2 = (1 — a?)/a? Rewriting
Equation 6.47 produces

cotd = Bsin(dp — a) (6.48)

To interpret this result, we convert the equation to rectangular coordinates by
multiplying through by p sin 8 to obtain, on expanding sin(¢ — a),

(Bcosa)psin@ sing — (Bsina)psin b cosdp = pcos b (6.49)
Because « and B are constants, we may write them as
Bcosa=A, PBsina=18 (6.50)
Then Equation 6.49 becomes
A(p sin 8 sin ¢) — B(p sin 6 cos ¢) = (p cos 8) (6.51)
The quantities in the parentheses are just the expressions for y, x, and z,|respec-

tively, in spherical coordinates (see Figure F-3, Appendix F); therefore Equation
6.51 may be written as

Ay — Bx =z - (6.52)

which is the equation of a plane passing through the center of the sphere.
Hence the geodesic on a sphere is the path that the plane forms at the intersec-
tion with the surface of the sphere—a great circle. Note that the great circle is the
maximum as well as the minimum “straight-line” distance between two points
on the surface of a sphere.
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i v 6.5 Functions with Several Dependent Variables
esid boren. . dv eskiaxidn.
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The Euler equation derived in the preceding section is the solution of the varia-
tional problem in which it was desired to find the single function y(x) such that
the integral of the functional f was an extremum. The case more commonly en-
pGne mectine g Fcountered in mechanics is that in which fis a functional of several dependent
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In analogy with Equation 6.2, we write
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The development proceeds analogously (cf. Equation 6.17), resulting in

) 2 ad d 9
T

Because the individual variations—the 7 ,(x)—are all independent, the vanishing
of Equation 6.56 when evaluated at & = 0 requires the separate vanishing of each
expression in the brackets:

4y

- 0’ .zl’ s "7 .
by, dviy] i=1,2,,n (6.57)

6.6 Euler’s Equations When Auxiliary Conditions

Are Imposed
Suppose we want to find, for example, the shortest path between two points on a
surface. Then, in addition to the conditions already discussed, there is the con-
dition that the path must satisfy the equation of the surface, say, g{y;; x} = 0.

Such an equation was implicit in the solution of Example 6.4 for the geodesic on
a sphere where the condition was

g=2xI-p?=0 (6.58)
that is,

r = p = constant (6.59)

But in the general case, we must make explicit use of the auxiliary equation or
equations. These equations are also called equations of constraint. Consider the
case in which

F=Rysys = Ay y. 225« (6.60)
The equation corresponding to Equation 6.17 for the case of fwo variables is
) %{ (9 d df\o d d 9f\o
J_ J (—f— ——f,>—y + (—f— ~—~-—€>—Z dx (6.61)
da o L\dy  dxdy Jou 9z dxdz' /oo

But now there also exists an equation of constraint of the form

glysxt=glypzat=0 (6.62)

and the variations dy/da and dz/da are no longer independent, so the expres-
sions in parentheses in Equation 6.61 do not separately vanish at & = 0.
Differentiating g from Equation 6.62, we have

agdy  9g9
dg = (—g—y v —g—z>da -0 (6.63)
dyoa 9z o
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where no term in x appears since dx/da = 0. Now

)’(0‘, x) = y(x) + an, (x)
z(a, x) = z(x) + an2(x)} (6.64)

Therefore, by determining dy/dc and 9z/dx from Equation 6.64 and inserting
into the term in parentheses of Equation 6.63, which, in general, must be zero,
we obtain

I¢) 9,
En = - m (6.65)
Y 0z

Equation 6.61 becomes

2 d ) )
7-[ [(y - i—f)mx) + (—f - i’-—f)m(x)] dx

dy dxdy 0z dxoz
Factoring 7, (x) out of the square brackets and writing Equation 6.65 as

ma(x) g%
7 (%) dg /0z

of [= a_f___d_f[ _ g___d_a_f ag/dy
do [ [<6y dxay') <6z dxaz’)(ag/az>]nl(x) dx  (6.66)

This latter equation now contains the single arbitrary function 7 (x), which is
not in any way restricted by Equation 6.64, and on requiring the condition of
Equation 6.4, the expression in the brackets must vanish. Thus we have

-29R-C-290) e
dy dxdy'/ \oy 0z dxoz 9z

The left-hand side of this equation involves only derivatives of f and g with re-
spect to yand y’, and the right-hand side involves only derivatives with respect to
zand z'. Because y and z are both functions of x, the two sides of Equation 6.67
may be set equal to a function of x, which we write as —A(x):

we have

of da d

A A S

dy dxdy dy (6.68)
of do d :
¥ 49 ywE=o

0z dxoz 0z

The complete solution to the problem now depends on finding three functions:
y(x), z(x), and A(x). But there are three relations that may be used: the two equa-
tions (Equation 6.68) and the equation of constraint (Equation 6.62). Thus,
there is a sufficient number of relations to allow a complete solution. Note that
here A(x) is considered to be undetermined* and is obtained as a part of the solu-
tion. The function A(x) is known as a Lagrange undetermined multiplier.

*The function A(x) was introduced in Lagrange’s Mécanique analytique (Paris, 1788).
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For the general case of several dependent variables and several auxiliary
conditions, we have the following set of equations:

d d 9 ag;
VLY SawEoo (6.69)
dy;, dxdy; i dy;
gilysat=0 (6.70)
If¢i=1,2,...,m,and j= 1,2, ..., n, Equation 6.69 represents m equations in

m + n unknowns, but there are also the n equations of constraint (Equation
6.70). Thus, there are m + n equations in m + n unknowns, and the system is

soluble.
Equation 6.70 is equivalent to the set of n differential equations
og; i=1,2-,m
2y =0 o 6.71
i dy; Y= =12, ,n ©6.71)

In problems in mechanics, the constraint equations are frequently differential
equations rather than algebraic equations. Therefore, equations such as Equation
6.71 are sometimes more useful than the equations represented by Equation 6.70.
(See Section 7.5 for an amplification of this point.)

EXAMPLE 6.5

Consider a disk rolling without slipping on an inclined plane (Figure 6-7).
Determine the equation of constraint in terms of the “coordinates”* yand 6.

Solution. 'The relation between the coordinates (which are not independent) is

y= RO (6.72)
Econexdy OF LA AEsSTR((Tq
where Ris the radius of the disk. Hen€e the f(:qilation of constraint is
,0 = - RG = _— 6-73
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and

0, 0,
% _ . %_

= - 6.74
w- b @R (6.74)

are the quantities associated with A, the single undetermined multiplier for this
case.

The constraint equation can also appear in an integral form. Consider the
isoperimetric problem that is stated as finding the curve ¥y = y(«) for which the
functional

b
Jiyl = J Ay y'; x}dx (6.75)

has an extremum, and the curve y(x) satisfies boundary conditions y(a) = Aand
y(b) = Bas well as the second functional

b
K[yl = J g{y,y’; x}dx (6.76)

that has a fixed value for the length of the curve (£). This second functional rep-
resents an integral constraint.

Similarly to what we have done previously,* there will be a constant A such
that y(x) is the extremal solution of the functional

b
J (f+ Agdx. (6.77)

a

The curve y(x) then will satisfy the differential equation

: of  [a B
Jy_d f+A<g d g>=0 (6.78)

subject to the constraints y(a) = A, y(b) = B, and K[yl = £. We will work an ex-
ample for this so-called Dido Problem.t

EXAMPLE 6.6

One version of the Dido Problem is to find the curve y(x) of length ¢ bounded
by the x-axis on the bottom that passes through the points (—a, 0) and (a, 0)
and encloses the largest area. The value of the endpoints a is determined by the
problem.

*For a proof, see Ge63, p. 43.

tThe isoperimetric prob em was made famous by Virgil’s poem Aenceid, which described Queen Dido
of Carthage, who in 900 .éﬁaﬁﬁ given by a local king as much land as she could enclose with an ox’s
hide. In order to maximize her claim, she had the hide cut into thin strips and tied them end to end.
She apparently knew enough mathematics to know that for a perimeter of a given length, the maxi-
mum area enclosed is a circle.



Metodo de Euler-Lagrange: Para obtener los multiplicadores de Lagrange con el método de Euler-
Lagrange, necesitamos establecer el funcional para el problema y luego aplicar la ecuacién de
Euler-Lagrange.

La funcio se define como la integral de |la lagrangiana L sobre |a trayectoria del sistema:

J=[Ldx

En este caso, el Lagrangiano L viene dado por:
L =f(y, Yy’ x)

donde f es una funcién que depende dey, y'y x.

Para encontrar la ecuacion de Euler-Lagrange, primero calculamos la derivada del Lagrangiano con
respectoayey'. Usando laregla de la cadena, tenemos:

oL/dy = of/dy - d/dx(of/dy") oL/oy' = d/dx(of/dy’)

Ahora, aplicamos la ecuacion de Euler-Lagrange, que establece:
d/dx(dL/9y") -oL/9y =0

Sustituyendo las derivadas que calculamos anteriormente, obtenemos:
d/dx(of/ady') - of /oy = 0

Esta es la ecuacion de Euler-Lagrange para el Ejemplo 6.5
Para derivar la ecuacion de restriccion para un disco que rueda sin deslizarse sobre un plano inclinado, necesitamos
analizar la geometria del problema.

. Ecuacion de restriccion: la relacion entre las coordenadas y y 8 se da como y = R6, donde R es el radio del disco.
Dado que el disco rueda sin deslizarse, esta ecuacion representa la restriccidon del movimiento. La ecuacion de
restriccion se obtiene igualando esta relacion a cero:

g(v,8)=y-R8=0

Para encontrar las derivadas parciales 9g/dy y 9g/08, derivamos la ecuacion g(y, 8) =y-R6 = 0 con respectoayy 6,
respectivamente:

dg/dy = 1 8g/00 = -R

La derivada parcial 9g/dy es 1 porque y aparece linealmente en la ecuacion y su coeficiente es 1. La derivada parcial ag/
06 es -R porque 6 aparece linealmente en la ecuacién y su coeficiente es -R.

Nota: Las expresiones funcional y lagrangiana, asi como la forma especifica de la funcién
f(y, ¥y, X), no se proporcionaron. Para obtener una solucién mas detallada utilizando el
método de Euler-Lagrange, seria necesaria la forma especifica de la funcién f(y, y', x) y
cualquier restriccién adicional o condicién de contorno.



6-11. A disk of radius R rolls without slipping inside the parabola y = ax?. Find the equa-
tion of constraint. Express the condition that allows the disk to roll so that it con-
tacts the parabola at one and only one point, independent of its position.
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dx

y(x)
/

24

—a a

FIGURE 6-8 Example 6.6. We want to find the curve y(x) that maximizes the area
above the y = 0 line consistent with a fixed perimeter length. The curve
must go through x = —g and a. The differential area dA = ydx, and the
differential length along the curve is d¢.

Solution. We can use the equations just developed to solve this problem. We
show in Figure 6-8 that the differential area dA = y dx. We want to maximize the
area, so we want to find the extremum solution for Equation 6.75, which
becomes

J= J ydx (6.79)
The constraint equations are
yx):y(—a) =0,9(a) =0 and K= de = {. (6.80)

The differential length along the curve d€ = (dx? + dy?)/2 = (1 + y'?) 2 dx
where y' = dy/dx. The constraint functional becomes

K= J’ [1+ y'2)2dx = ¢£. (6.81)
We now have y(x) = yand g(x) = V1 + y'2 and we use these functions in
Equation 6.78.

y¥_, ¥ _ % _ __ ¥
N > N 07 = ’ N —,
9 3’ 9 (1 +y32
Equation 6.78 becomes
1—)\i[y4,]—0 (6.82)
dx | (1 + y2)i2 '

We manipulate Equation 6.82 to find

d y' 1
4 [___,(1 . y,Q)W} -1 (6.83)
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We integrate over x to find
A !
Y
V(1 +y'%)
where C, is an integration constant. This can be rearranged to be
*(x— Cy)dx

d =
RV e

This equation is integrated to find

y=FVAZ— (x— C)%+ G, (6.84)

where G, is another integration constant. We can rewrite this as the equation of
a circle of radius A.

(x— C)?+ (y— Cp)2 = A? (6.85)

The maximum area is a semicircle bounded by the y = 0 line. The semicircle
must go through (x, y) points of (—a, 0) and (g, 0), which means the circle
must be centered at the origin, so that C; = 0 = C,, and the radius = a = A,
The perimeter of the top half of the semicircle is what we called ¢, and the
perimeter length of a half circle is 7ra. Therefore, we have ma = €, and a = ¢ /.

6.7 The 6 Notation

In analyses that use the calculus of variations, we customarily use a shorthand
notation to represent the variation. Thus, Equation 6.17, which can be written as

9 %(0 d 9f\o
Y da = J' <—I— ———1,)—2 da dx (6.86)
o o \&y dxdy'/oa
may be expressed as
=(of d of
o] = —— — —|8yd .8
J J <6y dx ay’> r (6.87)
where
d
g-j-da =9
* (6.88)
ayd _
Zda =
da Y

The condition of extremum then becomes

6] = SJfo{y, ¥ x}dx =0 (6.89)
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Varied path (x2, 32)

Actual path

(x> 1)

FIGURE 6-9 The varied path is a virtual displacement 8y from the actual path consistent
with all the forces and constraints.

Taking the variation symbol & inside the integral (because, by hypothesis, the
limits of integration are not affected by the variation), we have

8] = J 8f dx
*2(0 d
= J (—fﬁy + —]i 6y’> dx (6.90)
x \9Y dy :
But
dy d
t=86l—=) =—(6 6.9
8y < dx) 220 (6.91)
)
“(of  of d
= [Z8y+ =— .
8] J;l <6y8y oy dx6y) dx (6.92)

Integrating the second term by parts as before, we find

_[(M¥_4
5] = J (ay dx&y,) 8ydx (6.93)

Because the variation 8y is arbitrary, the extremum condition 8] = 0 requires the
integrand to vanish, thereby yielding the Euler equation (Equation 6.18).

Although the 8 notation is frequently used, it is important to realize that it is
only a shorthand expression of the more precise differential quantities. The varied
path represented by 8y can be thought of physically as a virtual displacement from
the actual path consistent with all the forces and constraints (see Figure 6-9). This
variation 8y is distinguished from an actual differential displacement dy by the
condition that dt = 0 — that is, that time is fixed. The varied path 8y, in fact, need
not even correspond to a possible path of motion. The variation must vanish at the
endpoints.
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PROBLEMS

6-1. Consider the line connecting (xy, y;) = (0, 0) and (x,, y9) = (1, 1). Show explicitly
that the function y(x) = x produces a minimum path length by using the varied
function y(e, x) = x + a sin (1 — x). Use the first few terms in the expansion of
the resulting elliptic integral to show the equivalent of Equation 6.4.

6-2. Show that the shortest distance between two points on a plane is a straight line.

6-3. Show that the shortest distance between two points in (three-dimensional) space is
a straight line.

6-4. Show that the geodesic on the surface of a right circular cylinder is a segment of a
helix.

6-5. Consider the surface generated by revolving a line connecting two fixed points
(%1, y1) and (xg, y9) about an axis coplanar with the two points. Find the equation
of the line connecting the points such that the surface area generated by the revo-
lution (i.e., the area of the surface of revolution) is a minimum. Obtain the solu-
tion by using Equation 6.39.

6-6. Reexamine the problem of the brachistochrone (Example 6.2) and show that the
time required for a particle to move (frictionlessly) to the minimum point of the cy-
cloid is mV a/g, independent of the starting point.

6-7. Consider light passing from one medium with index of refraction n; into another
medium with index of refraction n, (Figure 6-A). Use Fermat’s principle to mini-
mize time, and derive the law of refraction: n, sin 8, = n, sin 6,.
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FIGURE 6-A Problem 6-7.

6-8. Find the dimensions of the parallelepiped of maximum volume circumscribed by
(a) a sphere of radius R; (b) an ellipsoid with semiaxes a, b, c.

6-9. Find an expression involving the function ¢ (x;, x9, x3) that has a minimum average
value of the square of its gradient within a certain volume Vof space.
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6-10.

6-11.

6-12.

6-13.

6-14.

6-15.

6-16.

6-17.

6-18.

Find the ratio of the radius R to the height H of a right-circular cylinder of fixed
volume V that minimizes the surface area A.

A disk of radius R rolls without slipping inside the parabola y = ax? Find the equa-
tion of constraint. Express the condition that allows the disk to roll so that it con-
tacts the parabola at one and only one point, independent of its position.

Repeat Example 6.4, finding the shortest path between any two points on the sur-
face of a sphere, but use the method of the Euler equations with an auxiliary con-
dition imposed.

Repeat Example 6.6 but do not use the constraint that the y = 0 line is the bottom
part of the area. Show that the plane curve of a given length, which encloses a max-
imum area, is a circle.

Find the shortest path between the (x, y, z) points (0, —1, 0) and (0, 1, 0) on the
conical surface z = 1 — Vx? + yZ What is the length of the path? Note: this is the
shortest mountain path around a volcano.

(a) Find the curve y(x) that passes through the endpoints (0, 0) and (1, 1) and min-
imizes the functional ITy] = [§[(dy/dx)? — y2]dx. (b) What is the minimum value
of the integral? (c) Evaluate I[y] for a straight line y = x between the points (0, 0)
and (1, 1).

(a) What curve on the surface z = x%2 joining the points (x, y, z) = (0, 0, 0) and
(1, 1, 1) has the shortest arc length? (b) Use a computer to produce a plot showing
the surface and the shortest curve on a single plot.

The corners of a rectangle lie on the ellipse (x/a)? + (y/b)2 = 1. (a) Where should
the corners be located in order to maximize the area of the rectangle? (b) What
fraction of the area of the ellipse is covered by the rectangle with maximum area?

A particle of mass m is constrained to move under gravity with no friction on the
surface xy = z. What is the trajectory of the particle if it starts from rest at (x, y, z) =
(1, ~1, —1) with the z-axis vertical?



